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ABSTRACT

Speaker diarization and speaker recognition are important
tasks in speech processing field. But speaker diarization can-
not determine the speaker’s absolute identity. Also speaker
recognition is often refrained by one speaker recognition
scenario, which lacks timing boundaries for multi speaker
settings. Hence, in this paper, to overcome these limita-
tions, we introduced an approach using convolutional neural
network(CNN) and recurrent neural network(RNN) to simul-
taneously implement speaker diarization and recognition, in
which we employ a CNN(CNN1) to do a segment-level clas-
sification and another CNN2 to detect corresponding speaker
change probability between adjacent segments, and feed these
results into a RNN to effectively integrate them together. Ex-
periments on different datasets show that our approach gives
promising and robust performance for practical applications.

Index Terms— Speaker diarization, speaker recogni-
tion, convolutional neural network, recurrent neural network,
speak change detection

1. INTRODUCTION

Speaker recognition aims to recognize the identity of a
speaker from his/her utterances, yet the time boundaries of
such utterances do not need to be detected. Speaker diariza-
tion, on the other hand, aims to detect “who spoke when”
during a conversation, yet speaker identities can be relative
within the conversation (e.g., Speaker No. 1 vs. John Smith).
In many scenarios, however, speaker recognition and speaker
diarization are both needed. Take the call center as an ex-
ample, it may want to recognize a caller’s identity based on
the paralinguistic parameters (e.g., emotion) of the caller’s
speech so that it can quickly direct the caller to a special-
ized agent to improve the caller’s satisfaction. In this case,
the call center would need a system that is able to diarize
the conversation between the caller and the initial agent and
recognize the caller’s identity against a pretrained model.
Therefore, jointly diarizing a conversation and recognizing
the identity of conversational partners is an interesting and
useful problem to investigate.

One naive way to achieve joint speaker diarization and
recognition in a conversation is to segment the conversation

into short segments and recognize the speaker(s) (if any) in
each segment independently. This, however, does not fully
exploit the many useful properties of the problem, which al-
low the two tasks to benefit each other. On one hand, speaker
diarization ideas helps speaker recognition. First, within a
conversation, the identity of an active speaker is likely to be
stationary within a short period of time; this is a property
that speaker diarization techniques often exploit (e.g., speaker
change detection [1]), and can help smooth speaker recogni-
tion results. Second, within a conversation, there are usually
only a few speakers, i.e., the identity of an active speaker at a
moment can only come from a small set of people of a large
identity database; this can help reduce the search space of
speaker recognition significantly. On the other hand, speaker
recognition techniques explicitly or implicitly learn speaker
models from many recordings of many different speakers.
This cross-speaker, cross context learning helps the speaker
models to capture highly discriminative features of speech.
When they are applied to speaker diarization, the clustering
of the same speaker within a conversation can also be bene-
fited.

In this paper, we develop a method to jointly diarize and
recognize speakers from a collection of conversations. It not
only estimates the timing boundaries of the utterances of each
speaker, but also recognizes the absolute identity of a set of
speakers of interest, provided that training speech of these
speakers are available. Our method exploits the the unique
properties of the problem and allows the two tasks to benefit
each other.

Specifically, we first use one Convolutional Neural Net-
work (CNN), which is first introduced in [2] and obtains great
achievement in image classification and audio recognition do-
mains [3, 4, 5]. A CNN1 is to classify the absolute speaker
identity on equally spaced segments of each conversations.
We incorporate a sparsity term in the loss function to ac-
count for the fact that only a few speakers are present in each
conversation. We also use another CNN, CNN2, to perform
Speaker Change Detection (SCD) on each conversation to
model the temporal continuity of speaker identities, where
we design a loss function to bias towards false alarms. Fi-
nally we combine the output of both CNNs and feed it into
a Recurrent Neural Network (RNN) for joint speaker recog-
nition and diarization. Through the RNN, the temporal con-



tinuity information captured by CNN2 can be utilized by the
speaker recognition task, while the discriminative speech fea-
tures captured by CNN1 can be utilized by the speaker di-
arization task.

2. RELATED WORKS

Many recent advances adopt i-vector extraction [6, 7, 8] for
speaker diarization followed by a probabilistic linear discrim-
inant analysis (PLDA) based scoring function [9] to cluster
speakers. However, due to the clustering performance relying
on the size of segments, such systems could not work well
for short segment processing. Also, feature embedding was
proposed to embed the speech utterance into a pre-defined
anchor space [10]. Deep neural networks can also be used to
create speaker embeddings [11]. However, most speaker di-
arization systems work for relative label identification. So
in this paper, we propose to estimate the time boundaries
of the utterances of each speaker, but also identify the real
speaker’s identity, which is basically a classification task. We
further combine our predicted result with Speaker Change
Detection(SCD), which is a task to determine the specific
time of speaker change. An common way [8] for this task is
calculating the distance between two sliding windows’ con-
tents, using Kullback-Leibler divergence [12] and General-
ized Likelihood Ratio as distance metrics. Deep Neural Net-
work(DNN) was also exploited in such task [13], they utilized
pre-computed feature, which contains information about each
segment, as the input of DNN. Using CNN to detect speaker
change has been introduced by [14], in which divided a con-
versation file into continue windows with overlap and did a
regression task to predict the speaker change probability by
assigning each window a label between 0 and 1. In this paper,
we further developed the model to exploit it into our work.

3. PROPOSED APPROACH

Our model achieves joint speaker recognition and diarization.
The overall structure is shown in Figure 1. It has two CNN
structures for segment-level speaker identity classification
and Speaker Change Detection (SCD), respectively. Then it
is followed by an RNN to integrate the information of classi-
fication and SCD together, to generate a more robust speaker
identity prediction for each segment. The detailed description
about each module is given in the following subsections.

3.1. CNN1 for classification

The first convolutional neural network (CNN1) acts as a
segment-level classifier to predict each segment into a certain
speaker identity label. It receives spectral segments from the
original recording track spectrogram as input. Each spectral
segment is computed over a 0.2 second window and there
is no overlap between two adjacent windows. As showed

Fig. 1. The overall structure of our proposed method

Fig. 2. Recording track segmentation and data preparation.
It shows how we separately use different information of the
same conversation segment to train CNN1 and CNN2.

in Figure 2, every spectrogram corresponds to a label from
0 to n (positive integer), where 0 means silence and 1 to n
represent the n possible speakers respectively.

The CNN1 structure is specified in Figure 3. It consists
of 4 convolutional layers and every two convolutional layers
are followed by a max pooling layer. For each convolutional
layer, zero padding and batch normalization [15] are adopted
with the ReLU activation. Every fully connected layer was
added a dropout as 0.5 to avoid over fitting [16]. For the out-
put layer, softmax activation is used to generate n+1 dimen-
sional probabilistic output.

CNN1 output could have various combinations of speaker
identity prediction. However, considering there are only lim-
ited amount of speakers in a certain recording track (in most
cases 2 speakers), CNN1 should be expected to have sparse
output. Thus, we define a new loss function for CNN1 with
sparsity constraint as follows:

loss = ytrue × log(ypred) +
√
ypred, (1)

where the first term is cross-entropy [17] and the second term
is a L-0.5 norm regularizer to make the output layer sparse.
Stochastic Gradient Descent (SGD) is used as the optimizer.
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CNN2 parameters:
Conv1: 48 units, receptive field: 5*5, 

stride: 2*2, ReLU activation
Pool1: pool size: 2*2, stride: 2*2  
Conv2: 64 units, receptive field: 3*3, 

stride:1*1, ReLU activation
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stride:1*1, ReLU activation
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stride:1*1, ReLU activation
Pol2: pool size: 2*2, stride: 2*2  
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stride:1*1, ReLU activation
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stride:1*1, ReLU activation
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Pool3: pool size: 2*2, stride: 2*2
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CNN2: Input

LSTM 1

Time-distributed 
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LSTM 1: 256 units, tanh activation
FC1: 512 units, tanh activation
LSTM 2: 256 units, tanh activation
FC2: 101 units, softmax activation

Time-distributed 
Fully Connected 2

LSTM 2

RNN: Output

Fig. 3. Our proposed model: CNN1 + CNN2 + RNN

3.2. CNN2 for speaker change detection

CNN2 for Speaker Change Detection (SCD) performs the re-
gression task. Its main purpose is to estimate the probability
of speaker change at every time point between two adjacent
time windows. Following [14] with slight modifications, the
input of CNN2 are spectrogram segments computed over 1.4
second windows with a 0.2 second hop size and covering the
entire frequency range. This is because 1.4 seconds covers
long temporal evolution that helps to detect change points,
also the 0.2-second hop size guarantees that CNN1 and CNN2
have synchronized time steps.

For the annotation, we utilized the fuzzy method in [14].
We take advantage of non-integer labels between 0 and 1
representing speaker change probabilities. We define speaker
change time as the time when one speaker begin or stop
speaking. As shown in Fig.2, for each speaker change time
point, there is a tolerance of 0.6 seconds. For every sample
with 1.4 second long, we define the specific time of the mid-
dle of the windows as tmid and the nearest speaker change
time as tSCD, so the label of each sample can be written as:

label = max

{
0,

5

3
× (0.6− |(tmid − tSCD)|)

}
. (2)

The architecture of CNN2 is showed in Fig.3. Each con-
volution and fully connected layer is followed by Batch Nor-
malization (BN) and ReLU activation. The output layer only
has one unit with sigmoid activation to generate an output
value between 0 and 1. We defined a new loss function as:

loss = (0.1 + yture)× (yture − ypred)
2 (3)

which gives the points with higher value a larger weights. It
hence ensures CNN2 can find more speaker change point but
may cause more false alarm. SGD is used as the optimizer.

3.3. RNN for combining results together

The RNN model is shown in Fig.3. We employ two LSTM
layers [18] with 128 units and tanh activation, each followed
by a time-distributed fully connected layer. Softmax activa-
tion is adopted for the output layer. Categorical cross-entropy
serves as the loss function and we used RMSprop as the op-
timizer. After obtaining the predicted classification and SCD
result, we feed them into RNN to fuse the results, which can
further be classified into 1 out of n speaker identities.

4. EXPERIMENTAL RESULTS

4.1. Datasets

We first adopt the CallHome English conversation dataset,
where 50 conversation recording tracks are used[19]. Each
recording has two distinct speakers so there are 100 distin-
guished speakers in total. Every speaker get a label from
1-100 and label 0 represents the silence. We divide every
recording into 3 parts containing 30%, 20%, and 50%. The
first 30% of all the recordings are combined to train both
CNN1 and CNN2. After the two models are trained, we could
obtain the predicted classification results of the rest 70% part
given by CNN1 and predicted SCD result of the last 50% part
given by CNN2. Further, as mentioned in 3.3, the predicted
classification result of middle 20% part combined with corre-
sponding ground truth of SCD result were treated as the train-
ing data for RNN and the predicted classification result of the
last 50% part combined with corresponding predicted SCD
result given by CNN2 were considered as the test samples.
Actually, we used first half of all the conversation recordings
to train the neural networks and the second half of them were
exploited as the test sample to examine the result of our ap-
proach.

We also use another dataset contains the two-party tele-
phone conversation between prisoner and the other speaker.
Each prisoner speaks with multiple different speakers in dif-
ferent recording tracks. In total there are 10 prisoners and
each prisoner talks to 10 other different speakers in 10 dif-
ferent recording tracks. 10 prisoner are assigned labels from
1-10 respectively and all the other speakers are treated as one
background class with label 11. The first 3 conversation file
of the prisoner are used for training CNN1, then the following
2 conversation files to train RNN. We use PyAudioAnalysis
[20] to detect speaker activities in order to generate annota-
tions. Based on our own listening, we realized such method
misses many speaker change point. Considering the speaker
change detection is highly depending on the specific moment
of speaker change, we used the same CNN2 model trained on
call-home dataset to estimate the speaker change probability.



Table 1. Comparisons of the predicted mean accuracies
Method Accuracy std

Cross-entropy 0.711 0.0191
New loss 0.741 0.0092

With-zeros 0.743 0.0077
With predicted SCD 0.829 0.0042

With true SCD 0.867 0.0027
Baseline 0.847 0.0067

4.2. Baseline

We develop an effective baseline as the following. First, we
obtain the classification result by exploited CNN1 with our
own-defined loss function. Then, with the known informa-
tion about which test samples belong to which conversation
file, for the CallHome dataset with 100 speakers, we manu-
ally transfered the 101-dimensional result into 3 dimensions.
Specifically, for every sample, we could directly find the only
three possible classes it might belong to. If the predicted re-
sult of it is not within these classes, we will change the re-
sult to be one of the three classes with the highest predicted
value. Intuitively speaking, we give the misclassified sam-
ples a chance to choose a more reasonable classification re-
sult. Such method, obviously, could significantly improve the
classification accuracy since it exploit two many special in-
formation about the samples, but not practical.

4.3. CallHome dataset result

We test the model on the CallHome dataset for 10 times and
report the mean accuracy with standard deviation in Table 1.
We compare the predicted results of using (1) cross-entropy
only as loss function, (2) our proposed loss function with
sparsity constraint, (3) CNN1 + all zeros SCD, (4) CNN1 +
predicted SCD, (5) CNN1 + ground truth SCD, and (6) the
baseline.

Several conclusions can be made as follows. First, the
newly proposed loss function with sparsity constraint can not
only improve the prediction but also makes the results more
stable (consider the high std value). As we notice the model
occasionally gets trapped to a local minimum when using
cross-entropy as loss. Second, integrating classification re-
sult with SCD result significantly improve the classification
performance, compared with adopting sparsity loss function
only, we achieved relatively 11.9% improvement of accuracy,
which indicates that taking advantage of time continuity in-
formation by combining SCD result does make sense. Third,
SCD information is important to combine with CNN1 classi-
fication results. By integrating CNN1 prediction with artifi-
cial all-zeros, CNN2 predicted SCD, and ground truth SCD,
we observe the trend of increasing RNN classification accu-
racy. Fourth, the result of our proposed method (With pre-
dicted SCD) is quite close to the baseline, a method which is

Table 2. The precision and recall for 10 prisoners
ID Pre. Rec. ID Pre. Rec.
1 0.621 0.948 6 0.621 0.847
2 0.702 0.973 7 0.673 0.822
3 0.772 0.578 8 0.748 0.840
4 0.805 0.837 9 0.716 0.517
5 0.804 0.863 10 0.716 0.873

only useful when there is specific information to significantly
decrease the possible range of every test sample. On the con-
trary, our proposed method is much more practical since it
does not need any addition information but can achieve al-
most the same accuracy.

4.4. Prison dataset result

We only interest in when the prisoner is talking but not if the
other people were correctly classified or not. Thus for such
retrieval problem, we use precision and recall instead of pre-
dicted accuracy to evaluate our approach performance on the
prison dataset. The experimental results for each prisoner are
shown in Table 2. Both precision and recall differs greatly
between different prisoners. After listening to the recordings,
we believe such difference mainly comes from annotation in-
accuracy as well as recording quality.

We use the same method as CallHome dataset except that
CNN2 model is trained on the CallHome data for SCD, as
speaker change detection model learns the speaking behav-
iors, patterns, styles, etc. from different speakers, so we as-
sume such model could generalize well to the new prison
dataset. RNN works for a 12 classes classification (prisoner +
10 other speakers + silence), so the input of RNN should be
a 13-dimensional vector including the SCD result. We reduce
the number of neurons in every layer to be 1/8 of the given
structure in Figure 3 to avoid overfitting.

5. CONCLUSION AND FUTURE WORK

In this paper, we developed an approach with two CNNs and
one RNN to realize joint speaker diarization and recognition.
We first used CNN1 by incorporating a sparsity term in the
loss function to classify the absolute speaker identity, and
used another CNN2 to perform speaker change detection to
model the temporal continuity of speaker identities. Then out-
puts from both CNNs are fed into an RNN for joint speaker
recognition and diarization. Experiments show that our ap-
proach achieves satisfying speaker recognition and diariza-
tion results, and it is more practical than the baseline. It also
shows that SCD plays an important role in final RNN classifi-
cation results. For future work, we would like to explore bet-
ter methods for sparsity constraint in the CNN1 output layer.
Also, we would like to realize semi-supervised systems to al-
leviate the need of annotations.
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